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Some general information

| am a tenure-track assistant professor at the University of Udine, and member of
the Data Science and Automatic Verification Laboratory

= https://www.andreabrunello.com/

=  https://datasciencelab.dimi.uniud.it/

Research topics:
= Artificial Intelligence for healthcare
» Fingerprint-based positioning systems
» Symbolic and Sub-symbolic Al integration

= Digital humanities

Several Bachelor’s / Master’s theses and PhD Projects are available!
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Today’s agenda

We are going to spend three hours together, talking about:
» The need for databases
= Different kinds of data
» Relational databases and SQL
= NoSQL solutions
= The twilight zone: NewSQL
» Data warehousing & data lakes
» The ETL process

» Types of analytics
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Database Management System (DBMS)

A DBMS contains information on a particular domain
= Collection of interrelated data (database)

» Set of programs to manage the data

For example, in the insurance domain:

= Data: customers, insurance policies, claims, insured goods, ...

* Programs: add a new customer, open a claim,
perform a risk assessment, ...

.. Databases are really pervasive! . ﬂy
You[TH) /
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Before DBMSs

In the early days, data-centric applications were built by means of:
» Files, e.qg., in “csv” format

* Programs specifically designed to access such files

Plate,Year,Manufacturer,Model Name, Surname,Birth_date,Gender
AX252KF,2015, Ford,Mustang John.Doe 1974_07_15 M
’ ’ ’

BK356PQ, 2020, Dodge, Charger e
FH665HG:2019,Chevrolet,Corvette Mary, Jane,1990-08-15,F

CD124LP, 2021, Chevrolet,Camaro Darell, Smart,1983-03-07,M
Jessica,Miller,1995-11-03,F

Belinda,Barton,1967-12-05,F
Ned,Fitzgerald,1977-10-26,M

Plate,Customer_name,Customer_surname
AX252KF, John,Doe

BK356PQ,Mary, Jane

FH665HG, Jessica,Miller
CD124LP,Ned,Fitzgerald
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Drawbacks of relying on files and programs

Data redundancy and heterogeneity

= Multiple file formats and programming languages %
Duplication of information in different files @ q

—> Possible data inconsistency! G @

Difficulty in accessing data
= Need to write a new program to carry out each new task

= Low interactivity

>,
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Drawbacks of relying on files and programs

Constraints management

= Domain constraints (e.g., car value >= 0) become «buried» in program
code rather than being stated explicitly

» Hard to add new constraints and manage existing ones

Atomicity of updates

» Failures may leave the system in an inconsistent state

= E.g., atransfer of funds from one account to another should be either
carried out in its entirety or not happen at all
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Drawbacks of relying on files and programs

Concurrent access by multiple users
» What happens if 2 users try to access and modify the same data?

= E.g., two users booking the last airline ticket

Security problems J m
» Hard to provide a user access to some, & /
but not all, data \
X = Q

—> (Relational) DBMSs provide solutions to all these problems!
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Different kinds of data

Data considered by information systems used to be very simple

Things started to change in the 2000s, following the rise of the Internet and its

applications, such as social networks

We can broadly distinguish between the following kinds of data:
» Structured data
=  Semi-structured data

=  Unstructured data
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Structured data

They can be seen as tabular data, represented by rows and columns

= Each row belonging to a same table has a fixed format, think about an
Excel file

» For instance, personal data regarding customers

= Easy to store and process, but they convey a limited amount of information

A B C D

1 Name Surname g Birth dateg Gender g Address

yA John Doe 12/07/74 M 660 North Gonzales Ave. Canyon City, CA 91387 202-555-0123
Mary Jane 15/08/90 F 7772 Shore St. Zion, IL 60099 202-555-0176
Darell Smart 07/03/83 M 2 Pine Ave. Royal Oak, M1 48067 202-555-0197
Jessica Miller 03/11/95 F 7015 Wilson St. South Portland, ME 04106 202-555-0197
Belinda Barton 05/12/67 F 22 Wakehurst Street Jackson, NJ 08527 202-555-0197
Ned Fitzgerald  26/10/77 M 12 Sage Rd. Hope Mills, NC 28348 202-555-0197
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Semi-structured data

Semi-structured data do not have a fixed format, but still some structuring

= They contain tags or other markers to separate semantic elements and
enforce hierarchies of fields within the data

= For example, this can be the case with closed form answers given to
telephone surveys

<Phone campaign>

<Survey ID = 1>
<Name> John Easter </Name>
<Question ID = 1> yes </Question>
<Question ID = 2> yes </Question>
<Question ID = 2.1> 5 </Question>
<Question ID = 2.2> 7 </Question>
<Question ID = 3> no </Question>

</Survey>

<Survey ID = 2>
<Name> Mary Christmas </Name>
<Question ID = 1> yes </Question>
<Question ID = 2> no </Question>
<Question ID = 3> yes </Question>
<Question ID = 3.1> yes </Question>
<Note> The person seems to be rather interested in the offered product </Note>

</Survey>

</Phone campaign>
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Unstructured data

Unstructured data is not organized in any predefined manner
" Free text
= Audio and visual materials

= Difficult to store, index, and analyse

“Vehicle A crossed the road failing to give
way to vehicle B, which subsequently hit it
on its left side.”
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Managing structured data: Relational databases

Relational databases represent information (data model) by means of rows (tuples)

that are grouped into tables (relations)

Since their proposal, in the 1970s, by Ted Codd, they
have been playing a prominent role in the database

realm, because of their simplicity and elegant

formalization

In addition, relational databases come with SQL

(Structured Query Language), a user-friendly language

that allows for an intuitive interaction with the database

and its content
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Relational DBs: Tables to represent data and

relationships among data

ssn

2 first_name s last_name , gender 7 birth_date , salary ¢
4 [PK]text text text text date numeric
1 386-64-8608 Lorrie Gillaspy Female 1968-04-04 68490
2  258-77-4074 Lynde Kitchenside Female 1987-03-16 76273
3  682-79-1556  Johnny Binder Male 1969-02-28 43672
13 L]
4 622-17-9461 Mark Robinson Male 1960-08-17 84741 Ta b I e E m p I Oyee
5 205-35-1353 John Smith Male 1984-02-20 70825
6 678-24-1113 Veronique Pauleit Female 1987-01-28 58604
7  210-35-1000 Frank Doyle Male 1994-02-20 70825
name y budget . address 2
A text numeric text
1 Product development 513086 68152 Schmedeman Junction
2 Marketing 715091 763 Shoshone Avenue
(11 L]
Table “De partm ent 3 Sales 748657 25370 Tennyson Drive
4 Customer service 780377 61 Dorton Park
5 Research and development 981007 57 Cucumber Street
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Relational databases:

Enforcing data consistency

Intra-relational constraints: Inter-relational constraints:
= Attribute domains = Foreign key
= Not-NULL
= Unique

=  Primary key

Other than these, RDBMSs offer many other solutions to guarantee data

consistency, e.g., CHECK constraints, triggers, ...

In addition, these systems are quite sophisticated for what concerns the

management of atomicity and concurrency of operations
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Relational databases:

Major RDBMS vendors

PostgreSQL.: https://www.postaresql.org/ @

Microsoft SQL Server: https://www.microsoft.com/en-us/sal-server/ e f?
SQL Server

MySQL: hitps://www.mysgl.com/ MHS&

ORACLE: https://www.oracle.com/database/ @ ORACLE
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Structured Query Language (SQL)

SQL is the (largely) most popular language used to interact with relational

databases, due to its intuitive syntax

It encompasses several functionalities:

= Data Definition Language, DDL
= Definition and update of table schemas

= Management of integrity constraints

= Data Manipulation Language, DML

» Insert, update, delete of tuples

= Management of data access criteria and concurrency aspects
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Structured Query Language (SQL)

SQL was born in the 1970s, with the development of language Sequel by IBM

It then became an ANSI/ISO standard in 1986; latest version SQL:2019

Although standardized, different
DBMS vendors implement slightly
different versions of the language,
especially concerning its advanced

features

| . iti database ® |an§i; -
Still, the core functionalities of the =

language are largely equivalent

across DBMSs
17 1 88



Structured Query Language (SQL): DML

The fundamental block of an SQL query is composed of three clauses

SELECT < list of attributes, aggr. functions, expressions
FROM < data sources, tables
WHERE < filtering conditions for the data extraction

Other clauses: ORDER BY, HAVING, GROUP BY
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Structured Query Language (SQL): Example 1

Extract the name, surname, and monthly salary all employees of gender female and

with a total salary greater than 60000

SELECT first_name, last_name, salary/12

FROM employee
WHERE gender = ‘Female’ AND salary > 60000;

ssn . firsttname  last.name , gender , birth_date
4 [PK]text text text text date
1 386-64-8608 Lorrie Gillaspy Female 1968-04-04
2 25877-4074  Lynde Kitchenside 1987-03-16
3 682-79-1556 Johnny Binder Male 1969-02-28
4 622-17-9461 Mark Robinson Male 1960-08-17
5 205-35-1353 John Smith Male 1984-02-20
6 678-24-1113 Veronique Pauleit Female 1987-01-28
7  210-35-1000 Frank Doyle Male 1994-02-20

. department P

numeric text

68490 sales
76273 market
43672 [null]
84741 [null]
70825 sales ﬁl'St_name
58604 prod
70825 c_service A teXt
1 Lorrie
2 Lynde

last_name a round
text numeric
Gillaspy 5707.50

Kitchenside 6356.08
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Structured Query Language (SQL): Example 2

Extract the average salary of employees working in the sales department

SELECT AVG(salary)
FROM employee
WHERE department = ‘sales’;

ssn . firstname  last.name , gender , birth_.date , salary + department

4 [PK]text 4 text text 4 text date numeric text 4
1  386-64-8608  Lorrie Gillaspy Female 1968-04-04 68490_
2 258-77-4074 Lynde Kitchenside Female 1987-03-16 76273 market
3  682-79-1556 Johnny Binder Male 1969-02-28 43672 [null]
4 622-17-9461 Mark Robinson Male 1960-08-17 84741 [null]
5 205-35-1353 John Smith Male 1984-02-20 70825i
6 678-24-1113 Veronique Pauleit Female 1987-01-28 58604 prod
7

210-35-1000  Frank Doyle Male 1994-02-20 70825 c_service avg a
4 numeric

1 69657.500000000000
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Structured Query Language (SQL): Example 3

Extract the name and surname of employees working at a department with a

budget greater than 720000

SELECT employee.first_name, employee.last_name
FROM employee

JOIN department ON employee.department = department.code
WHERE department.budget > 720000;
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Structured Query Language (SQL): Example 3

Each row of employee is combined with every other row of department; then, only

the resulting rows that satisfy the JOIN condition are kept

M i e i P = i e & e 8 it o
1 205-35-1353 John Smith Male 1984-02-20 70825 sales prod Product development 513086 68152 Schmedeman Junction
2 205-35-1353 John Smith Male 1984-02-20 70825 sales market Marketing 715091 763 Shoshone Avenue
3 205-35-1353  John Smith Male 1984-02-20 70825ﬁ Sales 748657 25370 Tennyson Drive
4 205-35-1353 John Smith Male 1984-02-20 70825 sales c_service Customer service 780377 61 Dorton Park
5  205-35-1353 John Smith Male 1984-02-20 70825 sales res Research and development 981007 57 Cucumber Street
6  210-35-1000 Frank Doyle Male 1994-02-20 70825 c_service prod Product development 513086 68152 Schmedeman Junction
7  210-35-1000 Frank Doyle Male 1994-02-20 70825 c_service market Marketing 715091 763 Shoshone Avenue
8  210-35-1000 Frank Doyle Male 1994-02-20 70825 c_service sales Sales 748657 25370 Tennyson Drive
9  210-351000  Frank Doyle Male 1994-02-20 70825_ Customer service 780377 61 Dorton Park
10  210-35-1000 Frank Doyle Male 1994-02-20 70825 c_service res Research and development 981007 57 Cucumber Street
11 98R.77-4074  lunde Kitrhaneide Femala 1087-N2-1A 7A272 market nrad Pradiict develanmant 51208 AR1TE? Qchmademan linetinn
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Structured Query Language (SQL): Example 3

At this point, the WHERE condition is applied over the remaining rows

L fmeme g e g g g b g sy g e g e g gl Yo g
1 | 205-35-1353 John Smith Male 1984-02-20 70825 sales sales Sales _ 25370 Tennyson Drive

2 210-35-1000 Frank Doyle Male 1994-02-20 70825 c_service c_service Customer service - 61 Dorton Park

3 258-77-4074 Lynde Kitchenside Female 1987-03-16 76273 market market Marketing 71 50917 763 Shoshone Avenue

4 386-64-8608  Lorrie Gillaspy Female 1968-04-04 68490 sales sales Sales _| 25370 Tennyson Drive

5 678-24-1113 Veronique Pauleit Female 1987-01-28 58604 prod prod Product development 513086 68152 Schmedeman Junction

We then obtain the final result, keeping just the attributes specified in the

SELECT clause

first_name last_name
Lhame g | Astname g

4 text text
1 Lorrie Gillaspy
2 John Smith
3 Frank Doyle
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] Easy to handle ]
Kinds of data - Structured - Relational DBs

Provide limited information

- Semi-structured

Hard to handle
Unstructured
Lots of information

Data consistency
(constraints)

Much better than
using files on disk SQL

Widespread usage
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Managing semi-structured & unstructured data:

NoSQL solutions

The term NoSQL (Not only SQL) refers to data stores that are not relational

databases, rather than explicitly describing what they are

A possible definition (hitp://nosqgl-database.org/): “Next Generation DBs mostly

addressing some of the points: being non-relational, distributed, open source and

horizontally scalable”

NoSQL storage technologies have very heterogeneous operational, functional,

and architectural characteristics

NoSQL proposals have been developed starting from 2009 trying to address new

challenges that emerged in that decade

25/ 88


http://nosql-database.org/

NoSQL Challenges

Over the years, data got bigger in volume, increased in their heterogeneity, and

started to be produced faster and faster
This put classical RDBMS solutions under strain
NoSQL systems are specifically designed to accommodate data characterized by
a high:
= Volume: e.qg., insurance data of customers worldwide
= Variety: e.g., accident descriptions Big Data
= Velocity: e.g., continuous monitoring of car trackers

Key characteristics of NoSQL solutions: flexibility and (horizontal) scalability
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Vertical VS horizontal scaling

Vertical

Scaling Horizontal Scaling
(scaling up) (scaling out)
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Volume, Variety, Velocity - Big Data

Gartner analyst Doug Laney introduced the 3Vs concept in a 2001 MetaGroup
research publication: "3D data management: Controlling data volume, variety
and velocity"

Big Data:
Expanding on 3 fronts
at an increasing rate.

. Data
~ Velocity
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Volume, Variety, Velocity — Big Data

PB

B
o
€  Jrensactons” |
=
=

GB

Sh
MB

Low Complexity Medium Complexity High Complexity
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Volume, Variety, Velocity — Big Data

Data acquired via sensors or scientific instruments may come at a high speed

They may have to be stored or analyzed as soon as they arrive, since they are

transient due to their size and velocity (for example: logs, data streams)

For companies that rely upon fast-generated data it is also important to

exploit/analyze such data as fast as possible

“Just in its 1st phase, the SKA
telescope will produce some
160 TB of raw data per second
that the supercomputers will
need to handle”
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Drawbacks of NoSQL solutions

They have very simple data models and do not enforce the same number of

constraints as traditional RDBMSs - potential data quality issues

Flexibility in accommodating heterogeneous data can become a problem if not

properly managed

The design process is not as straightforward and consolidated as that of relational

solutions

Lack of SQL means that the interaction is more difficult!
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The NoSQL Quadrant

Key-Value

Graph DB

Column Family

Document

B

L

L
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Key-Value stores

Key-value stores are based on the concept of associative array, i.e., a data

structure that contains pairs of <key, value>; the key is used to access the values

For example, we could have the arrays: <SSN, phone>, <SSN, dept_name>,

<dept_name, budget>

The fundamental point is that accessing a value knowing the key is extremely fast

Operations allowed over an associative array are:
» Add: add an element to the array
= Remove: remove an element from the array, knowing its key
= Modify: change the value associated to a key
» Find: search for a value knowing the key
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Key-Value stores: Main characteristics

Key-value stores are extremely simple when it comes to their data model

Typical relational operations, such as complex filters and JOINS are not possible

Important RDBMS functionalities such as foreign keys and several other kinds of

constraints are not supported

Nevertheless, these stores can be extremely sophisticated regarding their

implementation of horizontal scalability
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Key-Value stores: Use cases and examples

Typical use case: storing simple information that needs to be accessed fast
» Storage of profiles, preferences, and configurations
» Storage of multimedia objects

» Storage of fast sensors data

Available systems
+ Redis: hitps:/redisio/ @@ redis

= Berkeley DB: ORACLE
oracle.com/database/technologies/related/berkeleydb.htm|  serkeLev bs

= Aerospike: https://aerospike.com/ <<TEROSPIKE-
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Document-oriented databases

This kind of databases store, retrieve and manage document-oriented

information, also referred to as semi-structured data

Documents do not have a fixed
Custom script
is needed to

of tags or other markers to organize beer-1429 perform the JOIN

{_id: “1429;

their content (e.g., XML and JSON scsalifni

brewer:“Amtel”;

structure, nonetheless they make use

brewery_2

units: 340

file formats) :

{_id: 2,
name: “Amtel’,
state:"NV",

street: 22 Honey Ln.
}

beer_5612

Document stores represent a step up

{_id: “5612,
name: “Amstel’,
brewer:“Amtel’;
units: 121
}

with respect to key-value stores,

since they allow a structure to be
defined over keys and values, which

can be operated upon by the users 36/88



Document-oriented databases:

Supported operations

= Creation: of a new document
» Retrieval: based on key, content, or metadata (tags)
» Update: the content or metadata of the document

=  Deletion: of a document

Each document in the database is uniquely identified by a key, which can be used

to retrieve the document from the database

Also here, there is no explicit support support for foreign keys or JOIN operations.

Relationships are represented by document nesting (for example, all the books

written by a given author)
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Document-oriented databases:

Use cases and examples

Typical use case: similar to key-value stores, but more complex data can be

handled, e.g., management of product data, inventory

Available systems

= MongoDB: https://www.mongodb.com/ .mongoDB@

= RavenDB: https://ravendb.net/ RAQ;'ENDB

= Apache CouchDB: https://couchdb.apache.org/ '!'
CouchDB

relax
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Column family stores

The roots of column family stores can be traced back in the 1970s

However, due to market needs and non-favourable technology trends, it was not

until the 2000s that they really took off

A column-oriented DBMS stores each database table column separately, in

different disk locations, or even different machines

Values belonging to the same column are packed together, as opposed to

traditional DBMSs that store entire rows one after the other
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Rows VS columns

row-store column-store
Date |Store [Product |Customer| Price
| | | | | : | I_L|‘l | l | : | : |
| [ [ [ ] | | | | |
| | | | |
2021-04-20,Rome,A01,Bill,50 2021-04-20,2021-04-23,2021-04-22,2021-04-19,2021-04-25
2021-04-23,Rome,A03,John,150 Rome,Rome,Milan,Milan,Venice
2021-04-22,Milan,B05,Mary,25 A01,A03,B05,C09,F12
2021-04-19,Milan,C09,Jane,80 Bill,John,Mary,Jane,Jim
2021-04-25,Venice,F12,Jim,75 50,150,25,80,75
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Column family stores:

Advantages and disadvantages

Column stores are beneficial when the typical application is reading a
‘ subset of columns, or performing aggregate functions over them (AVG,

MIN, MAX, ...)

‘ They offer efficient storing capabilities due to an easier compression of
data, which is performed column by column

Newly inserted tuples have to be broken down to their component
attributes, and each attribute must be written separately

Reading overhead for queries that access many attributes at the same time,
due to the tuple reconstruction process
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Column family stores: Available systems

o

Apache Cassandra: https://cassandra.apache.org/
cassandra

Vertica: https://www.vertica.com/  VERTICA

HBase: https://hbase.apache.org/ HHE'H:E':EEA
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Graph databases

A graph database uses graph structures with nodes, edges, and properties to

represent and store data

Graph databases can naturally represent certain kinds of semi-structured, highly

interconnected data, such as those present in social networks, or in geospatial

and biotech applications

RunsOS § ﬁ
h /Uses/ﬂ\ London
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Graph databases:

Example

nodes have direct

thus,

Connected
pointers to each other,
navigating the graph is extremely

fast and simple

The same graph could be modelled
using other kinds of NoSQL
approaches, as well as RDBMSs,
nevertheless, the resulting
databases would be very difficult

to query, update, and populate

User
name: Alice
FRIEND_OF
FRIEND_OF
FRIEND_OF FRIEND_OF
User COLLEAGUE_OF User
S FRIEND_OF - ——
%' name: Bob |- — name: Jim name: Chad
a " FRIEND_OF %
w X
of <&
0(,‘:/ < P 4(?(/
FRIEND_OF 0L WX oe
&% R
B
name: Zach name: Dave
K <
& 2 MARRIED_TO FRIEND_OF |l ciEND_OF
S G MARRIED_TO
User v User User
FRIEND_OF
DISLIKES ; “«
ame: Hele name: Ingr name: Fred |rFriIEND_OF| hame: Ed
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Graph databases with tables

Table “node”

5 User Alice

User Bob

User Zach

User Helen

Table “edge”

Friend of Bob Zach
Loves Zach Helen
Loves Helen Zach
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Graph databases: Use cases and examples

Graph databases can easily answer to queries such as:
» What is the shortest path connecting node X with node Y?
» What are the friends of Bob?

=  What are the friends of friends of Bob?

Available systems:

= Neod4j: https://neodj.com/ @neoqj

03,
= AllegroGraph: https://allegrograph.com/ o%fo AllegroGraph
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The twilight zone: NewSQL

In recent years there has been a progressive (re)approach between relational

solutions and NoSQL, with the birth of the so-called NewSQL

NewSQL refers to DBMSs that try to combine the performance capabilities of

NoSQL with the data guarantees offered by relational databases

For example, there are NoSQL systems capable of effectively supporting
transactions (Neo4j is an example), and others that offer languages inspired by

SQL, although generally less powerful than the latter (e.g., Cassandra’s CQL)

On the other hand, relational databases such as Postgres allow, today, to store
semi-structured data inside tables, thanks to the JSON and JSONB formats,
while others offer support to store time series data, generated quickly and in

large quantities (e.g., TimescaleDB) 47/ 88



Kinds of data - Structured

- Key-value stores

- Semi-structured - Document-oriented
NoSQL

- Column-based

-~ Unstructured

- Graph databases

)




Files on disk, relational databases, NoSQL data

stores, data on the Web, ...

Irrespective from the business domain considered, medium to large sized

companies typically have to deal with several kinds of data

Such data can be stored into different kinds of systems, or even simply saved as

files on disk

This makes data analyses quite hard




Motivating example: The contact centre domain

Multi-channel contact centres are an important component of business world

They serve as a primary customer-facing channel for firms in many different

industries, and employ millions of agents across the globe
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The contact centre domain

During their operation, they generate vast amounts of heterogeneous data:

automatic call logs, survey answers, hand-written notes, chat/email messages,

voice recordings, ...

Operations carried out by contact centres can be broadly classified into:
= Inbound: handling incoming traffic
» Outbound: performing outgoing calls, sending emails, etc

» Backoffice: e.g., data preparation and data analysis tasks
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The contact centre domain:

A possible starting situation

Structured
Operational Data Source Historical Data
S ()
Contact center operator & Al
Inbound CRM 3 Inbound Archive —> _
C Technical S -
) P—— ETL — ETL SLA queries
——— Outbound CRM % Outbound Archive ~1 Data
\ J e y/ .
MS SQL Server \ PostgreSQL J
Service
J Data Service data
y

o= (s (m) - &
MongoDB \. 9 Contact Center Employee

NoSQL - Document based .
) =) !

Semi-structured

Files on disk Unstructured
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What are the issues here?

= Heterogeneous systems require ad-hoc solutions for reading and writing data

» Different databases adopt different conventions/formats for storing the data

» Possibly (and probably) replicated and inconsistent information

= Difficult to perform queries and analyses involving more than one repository

= Some of the data are not even considered for analytics purposes

» (lassical, operational systems are not designed to perform complex
analyses, but to support applications and daily operations (OLTP, On-Line
Transaction Processing)
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How can we solve them?

There is the necessity of having a clear and uniform view over all the company

data, at the moment scattered among several systems

This can be obtained by means of an enterprise-wide repository, in which

information coming from different sources are brought together

Such a repository should be explicitly designed to support analytics tasks (OLAP,

On-Line Analytical Processing)

- Data warehousing provides a solution to all these problems!
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Data warehousing

According to William Inmon, a data warehouse is a subject-oriented, integrateq,

consistent, non-volatile, and time-variant collection of data in support of

management’s decisions

Thus, data warehousing is a technique for collecting and managing data

originating from multiple sources, so to provide meaningful business insights

The data warehouse makes it easier to perform analysis tasks:
= Single, integrated, source of truth

= |t typically poses at the heart of a decision support system, i.e., an

information system that supports business or organizational decision-
making activities
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Subject-oriented

The data warehouse focuses on enterprise-specific concepts, as defined in the

high-level corporate data model

Subject areas may include:
=  Customer
= Agent
= Policy
= Claim

= Accident

On the contrary, classical databases may hang on enterprise-specific

applications (e.g., to provide support to user interfaces and production software)
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Integrated and consistent

Data is fed from multiple, disparate sources into the warehouse

As the data is fed, it is converted, reformatted, restructured, summarized, to

conform to the data warehouse schema

Data is entered into the data
warehouse in such a way that the m

Disk files
many  inconsistencies at  the E \\

. Relational databases
operational level are resolved

Data migration is carried out by means HoSQl detebeses /
of the ETL (Extract, Transform, Load) 9

Internet and intranet data

process
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Integrated and consistent: ETL definition

Extract: data is gathered from multiple, heterogeneous sources

Transform:

» Data cleansing: removal of errors and inconsistencies
» Data integration: reconciliation of data on the same item coming from

different sources
» Data aggregation: transformation/aggregation of data to match the data

warehouse schema (typically, relational)

Load: initial bulk load, and subsequent continuous feed
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Integrated and consistent: ETL caveats

Before processing all the dirty data, it is important to determine the cleansing and

integration cost for every dirty data element (part of the data quality process)

Everyone would like to have clean data only, but it is also a matter of cost and

time to perform ETL

Nevertheless, always remember:
» (Garbage in = garbage out

= Your analyses are as good as your data

T'VE BEEN GIVING YOU
INCORRECT DATA FOR
YEARS. THIS IS THE FIRST
TIME YOU'VE ASKED.

I SAID
WHAT?  THE DATA
IS TOTALLY
ACCURATE.

ARE YOU SURE
THE DATA YOU GAVE
ME IS CORRECT?

Dilbert.com DilbertCartoonist@gmail.com

5-7-14 ©2014 Scott Adams, InC./Dist. by Unwversal Uciick
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Non-volatile

After the data is inserted in the warehouse, it is neither changed nor removed

The only exceptions happen when false data is inserted or the capacity of the data

warehouse is exceeded and archiving becomes necessary

This means that DWs can be essentially viewed as read-only databases

When subsequent changes occur, a new snapshot record is written. In doing so, a

historical record of data is kept in the data warehouse
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Time-variant

Time variancy implies that the warehouse stores data representative as it existed

at many points in time in the past

A time horizon is the length of time data is represented in an environment; a 5-to-

10-year time horizon is normal for a data warehouse

While operational databases contain current-value data (no history of changes),
data warehouses contain sophisticated series of snapshots, each taken at a

specific moment in time
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OLAP: On-Line Analytical Processing

In OLTP applications, which are typical of classical databases, the user reads and
writes small pieces of detailed current-value data, e.g., to perform a bank transfer

from one account to another

On the contrary, data warehouses support OLAP operations, in which the user is
interested in performing read-only operations aggregating historical data over

large datasets

E.g., calculate the average amount of money that customers under the age of 20
withdrew in Italy in the years 2018-2022

Such operations are typically complex and time consuming

- Multidimensional model
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Data marts

A data mart is focused on a single functional area of an organization and it

contains a subset of the data stored in a data warehouse

A data mart is a condensed version

of a data warehouse and is designed E

for use by a specific department, unit

Marketing data mart

E

Sales data mart

E

HR data mart

or set of users in an organization

Data marts are smaller in size and

. Data warehouse
are more flexible compared to a
data warehouse, and can be fed R&D dota mar

starting from the data contained in

the latter
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Overall data warehouse architecture

G >
Internal /Data staglng\ & Metadata N < R a8 N\
sources
— f—j i OLAP tools
=1 t ¢ -
i Reporting
Enterprise
Operational ETL datg OLAP tools
databases process warehouse server Z;—_l;-—u_
! Statistical
— tools
External ¢ mi:t
sources Data marts >
: 2 Data mining
T tools
E 18 \
X, A N A J:>\ P
Back-end Data warehouse OLAP Front-end
tier tier tier tier
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Data lake

A data lake is a repository that can store large amounts of structured, semi-
structured, and unstructured data in its native format, allowing to access them
before the ETL phase

Data is only transformed upon usage (schema on read vs. schema on write)

Storing information in a data lake is relatively inexpensive

w.r.t. a data warehouse

A data lake is not a substitute for a data warehouse; the
latter guarantees quick answers to interactive queries

thanks to its schema on write approach 4 RI[IHARD EARlSUN JUlIA ADAMS

" RICHARD DENNING-ANTONIO MORENO-NESTOR PAIVA-WHIT BISSELL

If not properly managed, the data lake can easily grow

into a data swamp!



The multidimensional model

The distinctive features of OLAP applications suggest the adoption of a
multidimensional representation of data, since running analytical queries
against traditionally stored information would result in complex query specification

and long response times

The key idea is that of pre-

aggregating some of the data

The multidimensional model

relies on the concepts of fact,

measure, and dimension
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Facts and measures

A fact is the part of your data that indicates that a specific event or transaction

has happened, like the sale of a product or receiving a shipment
A fact is composed of multiple measures, that describe it

For example, a fact may be that of receiving an order for some shoes, detailed by

the two measures:
= “price”

= “Quantity”
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Dimensions

Dimensions provide a way to categorize/label/index facts, e.g., considering

spatial or temporal aspects. Thus, they allow to filter and group facts

The previous order may be detailed by the following two measure and three

dimension attributes:
= Total amount US$ 750
= Quantity purchased is 10
» Received yesterday at 2 pm
= Served by our store in New York

» Placed by customer #XAZ19
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Data hypercubes

In the multidimensional model, data is represented in an n-dimensional space,

usually called a data cube or hypercube

A data cube is defined by dimensions (cube edges) and facts (cube cells):
» Dimensions are perspectives used to analyse the data

= Facts have related numeric values, the measures

Data cubes can be sparse, meaning that there may not be a cell value for each

combination of dimensions
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2-dimensional data in a spreadsheet:

Pivot tables

Bi-dimensional pivot table, that considers:
=  Measure “Amount”
= Dimensions “Place” and “Product”

» Facts are the amounts of products sold in each country

4 A | B | ¢ | b | E | F | G | H | | ')
1 |Category (any |+|

2_‘

3 Sum of Amount Column E}

4 Row Labels v Apple Banana Beans Broccoli Carrots Mango Orange Grand Total
S | Australia 20634 52721 14433 17953 8106 9186 8680 131713
6 Canada 24867 33775 12407 3767 19929 94745
7 |France 80193 36094 680 5341 9104 7388 2256 141056
8 |Germany 9082 39686 29905 37197 21636 8775 8887 155168
9 |New Zealand 10332 40050 4390 12010 66782
10 |United Kingdom 17534 429508 5100 38436 41815 5600 21744 173137
11 United States 28615 95061 7163 26715 56284 22363 30932 267133
12 | Grand Total 191257 340295 57281 142439 136945 57079 104438 1029734
13
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3-dimensional OLAP cube example

Amount of products sold in each quarter in different cities

& Kol /5w 7 7ar /o /e
PO Beriin f55/z5 /=5 A b

P Lyon Lo oo fan fos

Pars /=7 /re / 75 /75 53

Q1|21 (10|18 35 951,
Q2|27 | 14| 1130 |
Q3|26 | 12|35 |32 |

Q4114 (20|47 |31

| Produce | Seafood

Beverages Condiments
Product (Category)

:

measure
values

dimensions

NEANANAN
NGNS

\

Time (Quarter)
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Product Time Customer
All All All
| I I
Category Year Continent
I I I
Product Semester Country
I I
Quarter State
I I
Month City
I I
Day Customer

Dimension hierarchies

To extract strategic knowledge from a cube, it is necessary to view its data at

several levels of detail. Dimension hierarchies provide such a capability

7288



OLAP operations

The four types of analytical operations performed on OLAP cubes are:
= Rollup
= Drill down
= Slice and dice

= Pivot (rotate)

In practice, OLAP cubes are
implemented by pre-aggregating

the data at the maximum level of

detail allowed by the dimension ©@rimaEtiot.con

“If you don't reveal some insights soon, I’'m goin
Yy 4 going

hierarchies to be forced to slice, dice, and drill!”
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Time (Quarter)

~ Paris

Qf
Q2
Q3
Q4

Beverages Condiments
Product (Category)

K('jln/_z«/ra/za/ﬂ«

y/’

RORN Berlin /=5 /=25 /23 /25

O,
e

—

rmany /57 /=3 /57 /3o

(‘}“’ Lyon S 7z 2o 27 )77

S,

N

Y,

France /z7 /3o /== /&5

&,

72 ) 78 ) TS5

It involves summarizing the data along a chosen dimension (e.g., sum), navigating

from a finer level of detail (down) to a coarser (up) along the associated hierarchy

o
PN
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N
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(D)
=
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25 | 29 | 49 | 41 |4

| Produce | Seafood

‘ Produce | Seafood

Beverages Condiments
Product (Category)
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Drill down

It allows the user to move from summarized (up) to more detailed (down) data

along a dimension hierarchy; useful to investigate interesting patterns further

& Kéin ==/ 75/ 25/ 7 & Koln f& /o /o] =
SN\ Berlin =z /25 /=7 /=5 it O Berlin f70/ 5 /77/ = /|}
‘}'\& L S 7z 20 ) 27 37 5/ SN Lyon = /75 /77 /18|
Mo, Hyon ! DA f
Paris /=7 / 70/ 7% /25 33/ 15 aris /~ /= /& 2020 1/1/0}
= Q1]21/10|1835 951/4%/, a7 ]2]6 |2 ﬁ/}
T o 8111
5 Q22714 |11 30 901/2%/5 4 g fep]8)4/8)8 191
<) S "
s Q3|26|1235|32 32/093/ S W64 14|71
Q414204731 = i)/
| Produce | Seafood Dec| 4 |4 [16] 7 |}
Beverages Condiments |Pf0duce|Seafood
Product (Category) Beverages Condiments

Product (Category)
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Slice and dice

It is the act of picking a subset of a cube by fixing one or more values for one or

more of its dimensions

é@" 5 I_K<'5l/n/2/4/ 7;/2;/ =
0\}0}\2@\ Lyon /7=z/z0/ 27 /55 Zﬁ/ osg\

Paris /=7 /70,75 /25 /]4|/|(8 Qé\()\‘é Lyon /7= /zc [zs /55
=~ Q1/21(10|18 35 351/‘2/31/1 O'NX Paris /=7 /70/ 75 /55
2 =
§ Q2|27 |14 1130 9%%/3 3= Q1121101835 3614

= 0
S 8] k3 Q2(27(14 11|30 |
s 0326|1235 32321093 y e
E f | Produce | Seafood
F Q4|14 (20|47 |31

Beverages Condiments

P f
| roduce | Seafood Product (Category)

Beverages Condiments
Product (Category)
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This operation allows an analyst to rotate the cube in space to see its various

faces. In other words, the pivot operation allows to look at the data from a different

perspective
& Koinzr 75 2] 7s S Seafood /55755 77757
% Berlin /25 /25 /25 /=5 5 fh «°0°’Cond|ments S 7577 /554
0° < Lyon /7=/z0/=2x/27/]; /8 @" Produce /7o /7= /7= /=c /|l|/
aris /=7 / 70/ 75/35/|4|/|1 Beverages /=7 /=7/=s /7= /|4l 0
~ at|21]10]18]35|% %] N 42/ Y
5 wﬁﬁﬂ S Paris |21 (27|26 |14 | /33
3 Q212711411130 ﬂ/ﬁﬁ S Lyon[12]14|11[13 ‘32/%/5
< Q
e ©9]26)12)35)32 14 S Berin|33] 28|35 |32 %
i (7))
F Q41420 |47 |31 3 Koin [ 24 | 23 | 25 | 18 8l
| Produce ‘ Seafood
Beverages Condiments Q1 G2 Q3 Q4
Product (Category) Time (Quarter)

For each City, look at
the data in terms of
Time and Product

For each product, look
at the data in terms of

City and Time
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Hypercubes and representations

Note that hypercubes, like pivot tables, are just an intuitive representation of how
the data are pre-aggregated and arranged within the system. The information can

then be conveyed to the user in several manners, e.g., relying on different

(interactive) graphs

Date Range

Jan 2019 Oct 2019

Total number of sales in the US, drill-down
operation over the spatial dimension, slice 78/ 88
operation over the temporal dimension



The contact centre domain:

A possible starting situation

Structured
Operational Data Source Historical Data
S ()
Contact center operator & Al
Inbound CRM 3 Inbound Archive —> _
C Technical S -
) P—— ETL — ETL SLA queries
——— Outbound CRM % Outbound Archive ~1 Data
\ J e y/ .
MS SQL Server \ PostgreSQL J
Service
J Data Service data
y

ool N o &
MySaql \. 9 Contact Center Employee

NoSQL - Document based .
) =) !

Semi-structured

Files on disk Unstructured
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The contact centre domain:

Final decision support system

Company Multidimensional Data Marts
Intranet (Analysis Layer)

Enterprise-Wide Data Warehouse

Relational

Schema Data Lake

;,./’

]/\[ Simulation ‘/\

~
Data §w

Presentation &
Reporting Layer,
User Interface

1
&

Call center agent Management Domain Expert

Knowledge Extraction
& Discovery

BXs

8-

Data Scientist
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Extracting value from data

Collecting data is important but, without analyses, there is no value from them

Creating value from data is also referred to as data monetization

Not only analyses... sometimes data monetization pertains to just selling data

(e.g., by social networks)

There are three main analysis types to extract value from data:
= Descriptive analytics
= Predictive analytics

* Prescriptive analytics
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Descriptive analytics

It is used in almost every company (Business Intelligence)

It is focused on historical or current data, and makes use of OLAP and statistical

techniques to analyse/summarise data

E.g., drill down, roll up, slicing and dicing, and pivoting operations performed on

data cubes

Typical questions:
» How many customers were lost to the competition in the last year?

= What customers are likely to be committing a fraud regarding their
currently opened claims (= which customers are currently deviating from

their usual behaviour)?
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Predictive analytics

Predictive analytics aims at developing a vision of the future making use of past

data (Business Analytics)

It heavily relies on statistical analyses and machine learning, in addition to proper

data modelling, pre-processing and querying

THIS 15 YOUR MACHINE LEARNING SYSTERM?

: e YUP! YOU POUR THE DATA INTO THIS BIG
Typical questions: PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLIERS ON THE OTHER SIDE.

=  What will the churn rate of WHAT IF THE ANSLIERS ARE wfaone?)
. JUST STR THE PILE UNTIL
customers be in the next T T e

three years?

=  What customers are most
likely to commit a fraud

regarding their future claims?




Prescriptive analytics

Prescriptive analytics is a relatively recent concept which has its roots in predictive

tasks, but it goes even further

It can suggest to the decision makers the actions to take in order to reach a

desired goal

Typical example:

» What are the factors that
mostly influence the probability

of churn?

= How will the future churn rate

be affected if | work on them?
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The contact centre domain:

Prospective decision management system

A DMS is an “action-oriented” evolution of a DSS

DSSs aim at recommending an action by offering managers information upon
which to come up with an idea and ultimately to make a choice

DMSs make one step more and take actions without human intervention based on
known information and a set of coded business rules

Of course, this mainly involves routinary decisions

14

ETL i' éiiﬂ

Decision support infrastructure

SLA,
KPI,
Statistics

S @
e

-

Action @

Production systems 7 Decision layer 85/ 88



Many sources
of information

Descriptive analytics (B.1.)
} DSS

Anal.yges | Need for a cgntrallzed, Predictive analytics
are difficult uniform, repository of data
Prescriptive analytics
Data warehouse Data lake DMS

Subject-oriented

“‘Raw” data
Integrated/consistent (ETL)

Non-volatile  Time-variant Schema on read
OLAP
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Data management is a very complex topic, as there are several

kinds of data (structured, semi-structured, unstructured)

MysaolL:
In addition, Big Data exhibit Volume, Variety, and Velocity %
%CS’ITSefver
DBMSs allow to store, manage, and retrieve data in a principled
manner, addressing much of the inherent complexity ¢
mongo
ACHE
There are relational and NoSQL DBMSs, each with pros and cons m
@neoqj
Due to this high heterogeneity, an enterprise information system can
become quite complex, and difficult to use for data analytics tasks
Data warehousing provides a solution to handle this heterogeneity &

¢
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Once the data are correctly modelled, data monetization can take

place (descriptive, predictive and prescriptive analytics) 8
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