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Language as a Probe

• Language helps us observe cognitive states
– Attitudes
– Biases
– Mental health conditions

• Language helps us observe cognitive abilities
– Interaction & communication quality
– Relationships
– Mental health conditions
– Mental health treatment

• How can we use these to answer cognitive & social questions?

• What difference do today’s Large Language Models (LLMs) make?



Language Models

• Generative

– Trained to generate likely samples of a “language”

• Discriminative

– Trained to discriminate between “languages”



Language Models

• Generative: e.g. BERT & GPT

– Trained to guess a masked token



Language Models

• Generative: e.g. BERT & GPT

– Trained to guess a masked token

• “the cat sits on the [MASK]”

• “

The       cat       …        [MASK] The       cat       …        [MASK]



Language Models

• Discriminative: start with a generative model

– Train another layer to predict a given label

• “the weather will be sunny” → POSITIVE



Tracking “depression”

• (Tabak & Purver, EMNLP 2020)
• Learning to recognise the language of depression

• Collect Twitter timelines with &
without diagnosis statements
– (this is a very noisy way to label data)

• Train a classifier to distinguish
the two

• Bi-LSTM with self-attention
– Per-timeline accuracy OK …

(… but not great: F1 0.63)



Figure 1: U.K. rate of depression before and during the National Lockdown. Noise in the rate of depression has

been smoothed with a 7-day moving average.

and Spain, themental state of the Italian and Ger-

man general populations deteriorated, whilst the

U.K. was agnostic to the easing of restriction.

We are hesitant to state the changes in Rt had

been caused by the imposition/easing of national

lockdowns. To make such a claim we would be

required to undertake a more fine-grained causality

study which is beyond thescopeof this paper, how-

ever wenote this for future work. We can however

claim to have discovered clear relationships be-

tween thedrastic changes in the behaviour of rates

of depression during the periods of the build-up to,

during and in the aftermath of national lockdowns.

4.5 Ethical Pr inciples

As we are proposing a public data driven approach

for decision-making, we offer a discussion on

ethics relating to possible exploitation of the sys-

tem:

One such exploitation could arise where a

pharmaceutical company, focused on the anti-

depressants market, utilising the methods proposed

and analyse the rate of depression increasing in a

particular country with no other access to an anti-

depressants supplier. The company could then pro-

ceed to monopolise the market and overcharge for

their products thereby constraining the individuals

financially, thismay in turn increase levelsof stress,

anxiety and depression in the country. This would

create an unethical reliance on the product arising

directly from the implementation of the system.

Another, yet reversed, form of exploitation could

arise by taking the scenario examined in the paper,

if it waspublicly known that thegovernment of a

country were to utilise the methods to decide how

to proceed in the easing/re- implementation of the

national lockdown, it is reasonable to assume that

a third-party with a vested interest in the policy set-

ting of thegovernment could engage in activities to

manipulate the publicly available data. This could

come in the form of these individuals contributing

high-volume data with the sole aim to skew and

corrupt the data that will be mined and used for the

decision-making of the governments.

This creates a trade-off dilemma between ethical

principles currently within the social media plat-

forms user agreements stating that users have the

right to know how their data is being used with the

need for partial secrecy in theexact mining method-

ologies and their end use which lacks transparency.

A prospectiveequilibrium to this trade-off would

be the establishment of accountable Ethics Review

Boards (ERBs) at the social media network com-

panies that will be tasked with reviewing proposed

systems, judged to be too sensitive to publicly ex-

pose, developments and implementations. Further-

more, these ERBs should be audited externally pe-

riodically to ensureof their integrity. High-level de-

tails of this proposed equilibrium should be added

to the social media networks’ user agreements to

ensure that transparency, to theextent possible, is

maintained.

5 Conclusion

Our set of experiments havebeen conducted with

the aim of providing organisations with a method-

ology for monitoring and analysing temporal men-

tal health dynamics using social media data. We

examine sample representations and their ability

to impact classifier performance. We investigate

the role of an imbalanced dataset in the classifier

training regime. Our classifier achieves encourag-

ing performance on two fronts: the ability to dis-

criminate, with reasonable performance, between

Di agnosed and Cont r ol samples and identi-

fied the Christmas Depression phenomenon. Fi-

nally, we analyse the rates of depression and their

relationships with respective national lockdowns.

Tracking “depression”

• (Tabak & Purver, EMNLP 2020)
• Learning to recognise the language of depression
• Tracking population depression over time by monitoring 

Twitter
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been smoothed with a7-day moving average.
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Healthcare applications
• Given the right data, this can be concretely useful …

• Therapy for depression & anxiety (Howes et al., 2014)
– Diagnosis & severity prediction
– Early dropout prediction
– Therapist “quality” prediction

• Dementia diagnosis (Nasreen et al., 
2019-21)

• Schizophrenia consultations (Howes et al., 2012)
– Prediction of symptom severity
– Prediction of treatment adherence

But: what do we learn?



Inside the box: Word Embeddings
• Learned from word associations in very big datasets

– (e.g. the web)

• ‘Cat’ & ‘dog’ are similar & appear in similar contexts

• Forced to capture lexical and sentential 
semantics:

the musician played the _BLANK_ very well
the violinist played the _BLANK_ very well
the actor played the _BLANK_ very well

• No need for any dataset labels!



Meaning and analogy



Meaning, analogy … and bias
• king – man + woman = queen

• uncle – man + woman = aunt

• But: Bolukbasi et al (2016)
• chuckle – man + woman = giggle

• pizza – man + woman = cupcakes

• surgeon – man + woman = nurse

• computer_programmer – man + woman = homemaker

– (Effects actually weaker than this suggests (see Nissim et al, 2020) – but they are real)

• Embeddings are biased: because language reflects society’s biases



Measuring bias

• (Caporusso et al., JADT 2024)
• News media bias against social groups

• Compare news outlets with different political leanings

begunec

nečist
nezmeren

nespodoben



Measuring bias



Measuring bias

CS L-C L-R C-R

Migrant (female) L: 0.116

C: 0.074
R: 0.167

Migrant (male) L: 0.262

C: 0.219
R: 0.227

Migrant (general) L: 0.262

C: 0.219
R: 0.228

LGBTQIA+ (female) L: 0.118

C: 0.121
R: 0.134

LGBTQIA+ (male) L: 0.263

C: 0.217
R: 0.198

LGBTQIA+ (general) L: 0.245

C: 0.208
R: 0.198

CS L-C L-R C-R

Migrant (female) L: 0.116

C: 0.074
R: 0.167

Migrant (male) L: 0.262

C: 0.219
R: 0.227

Migrant (general) L: 0.262

C: 0.219
R: 0.228



Measuring dehumanization

• (Caporusso et al., LREC-COLING 2024)

(after Mendelsohn et al., 2020)



Measuring dehumanization

• Compare Slovene news media across time

2014-2015
Migration crisis following 

the war in Syria

2022-2023
Migration crisis following 

the war in Ukraine

Specifically 

mentioning 

Ukraine

Not mentioning 

Ukraine



Measuring dehumanization

• Testing hypotheses – we expect:
– H1: less dehumanization during Ukraine period than Syria period
– H2: less dehumanization when mentioning Ukraine than when not

H1
“Moral disgust” vector:
 Sim_UKRAINE  >  Sim_SYRIA
“Vermin” vector:
 Sim_UKRAINE  >  Sim_SYRIA

H2
“Moral disgust” vector:
 Sim_UKRAINE  <  Sim_OTHER
“Vermin” vector:
 Sim_UKRAINE  ≈  Sim_OTHER

• (i.e. less dehumanization when discussing Ukraine, but generally 
more over time)



Interaction as a Probe

• Things get more interesting with interactive language …

https://dialoguetoolkit.github.io/ 

https://clp-research.github.io/slurk 

https://dialoguetoolkit.github.io/
https://clp-research.github.io/slurk


Setting 1: Private Conversations with Self-Reported 

Relationships

● Ask people to have a conversation in our 

platform (using Slurk)

● Ask them to fill in a form to identify their 

relationship in terms of closeness and respect

Setting 2: Public Conversations with Perceived 

Relationships

● Collect conversations from X (Twitter)

● Ask 3 annotators to labels the degree of 

closeness/respect they perceived from the 

conversation (the responder perspective)

21closeness closenessrespect respect

Private conversations lean towards closer and 

more respectful relationships than public ones

Modelling relationships



Setting 1: Private Conversations with Self-Reported 

Relationships

● Ask people to have a conversation in our 

platform (using Slurk)

● Ask them to fill in a form to identify their 

relationship in terms of closeness and respect

Setting 3: Private Conversations with Perceived 

Relationships

● Ask people from setting 2 to annotate 

conversations from setting 1 

22closeness closenessrespect respect

Third-party observers tend to 

perceive the degree of 

closeness as higher than it 

actually is

Modelling relationships



● Fine-tuned PhayaThaiBERT -- Thai-specific 110-million parameter LM

● Hard to predict other-perceptions of closeness in public settings
○ Inter-annotator agreement is OK: 𝜅 = 0.61

● Hard to predict self-reports of respect in private settings
○ Agreement with self one month later is also poor: 𝜅 = 0.22

23

Computational models



1. Fine-tuned PhayaThaiBERT -- Thai-specific 110-million parameter LM

2. Calculate SHAP of selected relevant lexical features

○ Pronouns: a well-studied lexical feature known for their social 
functionality across many languages

○ Sentence-final particles: a lesser-known social-related feature observed in 
a narrower range of languages, primarily East and Southeast Asian 
languages

○ Spelling variation: a recent linguistic pattern that has gained recognition 
for its potential semantic functions in internet language 24

Inspecting model behaviour



25

• Hypothesis testing:
• Pronouns a pivotal 

contributor to predictions
– 1st person pronouns 

contribute in all settings 
– 2nd person pronouns with 

private settings 
– 3rd person pronouns only with 

perceived closeness in private 
conversations

• Socially-related particles are 
important

• Some spelling variations really 
matter
– Morphophonemic variation & 

non-standard pronouns

Inspecting model behaviour



So …

• When the linguistic phenomena are simple, 
LLMs can find them and use them …

• … but what if they’re not?



Schizophrenia & Repair

• Schizophrenia study: manual linguistic analysis
– Significant role of repair
– Patient-initiated other-repair & self-repair



Compare other dialogue contexts

• Therapy: more self-repair, less other-repair & initiation



Patient-doctor comparison

• Patients: more self-repair, less other-repair & initiation



But …
• Experiments with automatic other-repair detection didn’t 

help:
– A very sparse problem (e.g. <1% of turns)
– Only 35-44% F-scores on real data (above 20-36% baselines)
– Needs a general measure of parallelism
– Needs vocabulary-independence



Dementia & Repair
• Repair also significant with dementia & 

cognitive impairment
– Self-repair: individual cognitive 

difficulties
– Other-repair: lack of understanding, 

avoidance/delay strategies, prompting 
from others …

• Structured NN+CRF to detect relevant 
dialogue acts (Nasreen & Purver, 2019-
2021)
– SotA performance by some distance
– But still not great: 0.5-0.6 macro F1
– (This gives 0.7-0.8 F1 in diagnosis)



Can LLMs help?
• The new generation of LLMs can 

help, right?
– Actually, not very much!

• New benchmark for clarification 
behaviour (Gan et al., 2024 & 
forthcoming)

• LLAMA3.1 405B gets only 60%



Can LLMs help?

• See also (Chiyah-Garcia et al., 2024)

• GPT-4o 26-50% accuracy

• (Humans 68-75% accuracy)



Where next for LLMs?

• For this kind of work, we need:
– Language models that are inspectable
– Language models for rare but important phenomena

• How do we get there?
– Improved training regimes?
– More suitable benchmarks (datasets, metrics)?
– Improved explainability methods
– Better understanding of how we want to use LLMs!
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