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LARGE HADRON COLLIDER & ATLAS EXPERIMENT

- Largest particle collider —
circumference of 27 km:

- up to 40 million proton-proton
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- collisions per second
SN - HL-LHC upgrade targeting 2030.
. Lo T . data rate 7-10 times greater

ALICE

- average number of collisions
Der bunch crossing rising to as
much as 200, from 30-60
currently




LARGE HADRON COLLIDER & ATLAS EXPERIMENT
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THE NEED FOR MONTE CARLO SIMULATION

- A large part of the LHC physics programme
relies on accurate Monte Carlo simulation of
collision events.

- every single particle needs to be simulated

- detailed (full) detector response simulation
most intensive

- Producing simulated samples - majority of
experiments’ CPU requirements

- CMS used 85% CPU for Monte Carlo
oroduction during 2009-2016

- half spent detector simulation




THE NEED FOR MONTE CARLO SIMULATION

Run 3 (=55) Run 4 (1=88-140) Run 5 (1=165-200)

- A large part of the LHC physics programme 3 o e -

relies on accurate Monte Carlo simulation of s [ - AcoresenaD e B
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collision events. S 30F oo capsciyyean .

- every single particle needs to be simulated > 200 —

- detailed (full) detector response simulation P :

most intensive : |

. Producing simulated samples - majority of 05020 2022 2024 2026 2028 2030 2032 2034 2036

: , : b Year
experiments CPU requirements

] - Current methods do not scale
- CMS used 85% CPU for Monte Carlo with HL-LHC data rates and

oroduction during 2009-2016 .
| | more aggressive R&D 1S
- half spent detector simulation needed




MOVING TOWARDS FAST SIMULATION

- Large efforts to speed-up simulation — fast simulation.
- Detector response to a particle I1s parameterised.

- Fast simulation for particle physics successfully applied at calorimeter level.
- Derived for different particles at different energies and parts of calorimeter.
- Generative neural networks also used.
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OPEN DATA DETECTOR

- A generic, HL-LHC style tracking i,
detector. A

,,,,,

- Each sensor split into multiple
readout channels.

- Can be described as a 2D surface.

3332 pixel sensors

- Goal to be reasonably close to a 9714 strip sensors

real-world detector.
- Loosely modelled after the ATLAS

k (58700 sensors, ~5 billion g T T T T

electronic channels). 000, “ﬂ ﬂn ﬂ' ‘__ T
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SIMULATION OF SILICON DETECTORS

- Sensitive to charged particles
(electrons, muons, charged hadrons).

- curved track (helix) due to magnetic
freld

- simulating induced electric charge In
sensitive detector elements




SIMULATION OF SILICON DETECTORS

- Sensitive to charged particles
(electrons, muons, charged hadrons).

- curved track (helix) due to magnetic
freld

- simulating induced electric charge In
sensitive detector elements

- Multiple processes need to be
simulated but for now limited to:

- single muon events
- multiple-scattering




SIMULATION OF SILICON DETECTORS: DATA REPRESENTATION

» A sequence of detector hits.

- With additional start and end “virtual hit” to
describe input and output state with the same
data structure.

. 7 features per hit:

- particle ID + geometry ID
............................. - particle momentum (after the hit)

— 1200
E [ Srolemuons, 70 <pr <90 Gev 005 ¢ <025 L .
= 1000;32_ooooeve:tf o - - hit position on the sensitive detector (local)
I | primary particles on _
= L L - - Each hit 1s an element of a sequence,
s O — E each particle has its own sequence.
400 - o 5 . . .
ool E - Local coordinates taken to constrain hits on the
e E sensitive parts and prevent them happening in
- : the vacuum.

—20%050 "-700 0 100 200 300 _ 400
Primary hit z [mm]



TRANSFORMERS

Vectors T T T T II [ FFT\IN
- Transtormers popular nowadays to deal f oot Bk / —

. . ecoder Bloc v ayer Norm
with sequential data (most commonly I i / :
LLMs), see 17/06.03762. % Nk A N N N ®-

osition Embedding | \\ T
- Using decoder-only architecture. ® ©® © © | [ MastedSerAtenion
Vectors \ Layer Norm
- Input/output data are the same. ¥

- Target to predict the next element of the sequence.
- The famous example are the GPT family of models.

- Specialised on discrete sequences which are tokenised (sequential integers).
- Can be anything e.g. words, detector modules, ...

- For this application all continuous data is discretised (rounded to two decimal
noints) and each feature is tokenised separately.



https://arxiv.org/abs/1706.03762
https://cameronrwolfe.substack.com/p/decoder-only-transformers-the-workhorse

TRAINING & INFERENCE SETUP

Model Parameter

- Sample detalls:

, Input dimension 128
- single muons, 70 < pt <90 GeV, 0.05 < n < 0.25
layers 3
- 320000 events
o S heads 4
- training val@ann test=2:1:1 cedforward dim -
- augmented with random numbers between 1 and .
activation GELU
10000
dropout 01

- Training performed on a workstation with a
NVIDIA GeForce RTX 4090 GPU.

- Duration ~1 week.

Tralning Parameter

, epochs 6000

- Vega also used but not for these specific results. -

. o . . . optimizer AdamW
- Learning rate variation using cosine annealing .
. . . learning rate 0.001
with warm restarts with a period of one epoch |

and fixed amplitude. weight decay 0.01
gradient clipping 5.0

- Inference: most probable next sequence element
batch size 512



RESULTS: SIMULATION (1)
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RESULTS: SIMULATION (2)
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- Global coordinates show good agreement describing complex detector
structure.
- Larger deviations In tails of the z-coordinate due to lower statistics.
- Inference also performed on the same GPU: ~4 s / 10k particles
( 1)
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RESULTS: TRACKING

- Evaluating performance using the

% 14 :_Single muons, 70 < pt < 90 GeV, 0.05<n < 0.25 _: ?CTS (A Common rackmg Softwa re)
S TE 320000 events +  Geantd - ramework.
"g 1.2 - primary particles only + Neural network — . Default test setup for the Open
% 1.0F - Data Detector.
S oab - - Seeding efficiency only ~65 %
- _ compared to 99 % for full
0.6/~ - simulation.
0.4 — - Hit displacement from the
0.2 - estimated helix is too large.
0_07(:) . S . ;o - Rounding has no significant effect
on the reference sample.

Track momentum [GeV] - Detalled investigations ongoing.
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CONCLUSIONS & OUTLOOK

 Transformers can describe a sequence of physics data very well.
- Physics performance not sufficient yet, needs optimisation.
- Training relatively long, but inference Is fast.
 Future plans:
- Optimise the current setup for better tracking performance.
- Describe continuous features with floating point numbers.
- Try proper generative sampling of a transformer.

- | want to thank for ideas and tips from my ATLAS collaboration colleagues and
the Visual Cognitive Systems Laboratory at Faculty of Computer and
nformation Science.
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STRUCTURE OF THE ITK

ATL-PHYS-PUB-2021-024

Pixel detectors Strip detectors
- 2D silicon detectors - 1D silicon detectors
- 5 barrel, 9 endcap layers - double-modules with 90° rotation
. 9164 modules to gain 2D detectior
- up to 614400 readout channels per + 4 barrel, 6 endcap layers
module - 49536 modules
- up to 1536 readout channels per
vs module
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-024/

ITK PIXEL MODULES DETAIL




ITK STRIP MODULES DETAIL




SIMULATION OF SILICON TRACKING DETECTORS

red: ITk Pixel System, blue: ITk Strip System

C ITk Layout: 23-00-03 ATLAS Preliminary
- Simulation
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-024/

SIMULATION OF SILICON TRACKING DETECTORS

red: ITk Pixel System, blue: ITk Strip System ’ DarticLes Interact with all the
material of the detector.
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SIMULATION OF SILICON TRACKING DETECTORS

red: ITk Pixel System, blue: ITk Strip System ’ DarticLes Interact with all the
material of the detector.

£ 1400ATLAS Simulation Preliminary 1« Only the sensitive detector part can
- " ITk Layout: 23-00-03 _ .
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800 — .
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SIMULATION OF SILICON TRACKING DETECTORS

red: ITk Pixel System, blue: ITk Strip System ’ DarticLes Interact with all the
material of the detector.
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DECODER-ONLY TRANSFORMER
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DECODER-ONLY TRANSFORMER
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DECODER-ONLY TRANSFORMER
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DECODER-ONLY TRANSFORMER
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DECODER-ONLY TRANSFORMER
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DECODER-ONLY TRANSFORMER
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(mgd=e12d8im) multi-head masking ensures that only
attention previous elements in a

heads = 4 sequence are used
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DECODER-ONLY TRANSFORMER

feed-forward NN
d =512
linear model dim > ff dim

/I and back with dropout 0.1
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token embedding layer

(mgd=e12d8im) multi-head masking ensures that only
attention previous elements in a

heads = 4 sequence are used
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DECODER-ONLY TRANSFORMER

output linear feed—gozrvgl;azrd NN
d = ,E,aséce),r?ens , linear model dim - ff dim
_— — / and back with dropout 0.1
Output Token / .~
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dd= 12d8' multi-head masking ensures that only
(model dim) attention previous elements in a
heads = 4 sequence are used
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